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Introduction

[Application Specific Representations] | [Kiran Kokilepersaud] | [November 8th , 2023]

Deep Learning is Trending Towards Large Generalized Models

Large Generalized Model – One model should transfer to any task

Images

Prompt

Kirillov, A., Mintun, E., Ravi, N., Mao, H., Rolland, C., Gustafson, L., ... & Girshick, R. (2023). 

Segment anything. arXiv preprint arXiv:2304.02643
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Generalized Models Rely on the Quality of the Produced Representation

Encoder

Representation Learning – “Creating abstractions of data that enable extraction of useful 

information for a target downstream task.”

Bengio, Y., Courville, A., & Vincent, P. (2013). Representation learning: A review and new 

perspectives. IEEE transactions on pattern analysis and machine intelligence, 35(8), 1798-1828.
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Generalized Representations Oftentimes do not Perform as Intended

Seismic Data Fisheye Data
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What is a Good Representation?

Bengio, Y., Courville, A., & Vincent, P. (2013). Representation learning: A review and new 

perspectives. IEEE transactions on pattern analysis and machine intelligence, 35(8), 1798-1828.

Bengio et. al – “captures the posterior distribution of the underlying explanatory factors for

the observed input.” 

Explanatory Factors = Any component of the data distribution that results in variation between samples.

Low Level Factors = 

Random Augmentation

High Level Factors = 

Taxonomical Classes

Birds

Fish
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Traditional Representation Learning does not Incorporate Explanatory Factors

Contrastive learning is one popular representation learning approach.

Anchor 

Image

Augmentation

Negatives

Encoder

Repel

Attract

{ Higher level factors can potentially better 

inform representations.

} Invariance to 

augmentation
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What are Higher Level Representational Factors?

Bengio, Y., Courville, A., & Vincent, P. (2013). Representation learning: A review and new 

perspectives. IEEE transactions on pattern analysis and machine intelligence, 35(8), 1798-1828.

Higher level explanatory factors exist in a variety of different domains.
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Novelty of Our Work

Structures of application domain can reveal underlying components of data distribution.

We can exploit this for application-specific representation learning. 

Optical Coherence 

Tomography (OCT)

Fisheye Seismic
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Example Application

[Application Specific Representations] | [Kiran Kokilepersaud] | [November 8th , 2023]

Clinical Representations

Medical representations should reflect the interaction clinical and biomarker factors. 

Optical Coherence 

Tomography (OCT)

Fisheye Seismic
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Medical data is organized into biomarkers and clinical data

Clinical Data =  Data collected naturally during routine clinical assessment.

Biomarkers = Direct indicators of disease that have to be interpreted from OCT scans. 

Kokilepersaud, K., Corona, S. T., Prabhushankar, M., AlRegib, G., & Wykoff, C. (2023). Clinically Labeled 

Contrastive Learning for OCT Biomarker Classification. IEEE Journal of Biomedical and Health 

Informatics.
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There Exists Relationships between Biomarkers and Clinical Data

Clinical data is much more 

prevalent than biomarker data.

Clinical data shares 

correlations with biomarker data.

Can we shape representations on clinical data that will improve performance for biomarker detection?.
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Shape Clinical Representations for Downstream Biomarker Detection

𝑑𝑎𝑡𝑎𝑐𝑜𝑛 = 𝐷𝑎𝑡𝑎 𝐿𝑎𝑏𝑒𝑙𝑒𝑑 𝑏𝑦 𝐶𝑙𝑖𝑛𝑖𝑐𝑎𝑙 𝐼𝑛𝑓𝑜

𝐿𝑐𝑜𝑛 = 𝐶𝑙𝑖𝑛𝑖𝑐𝑎𝑙 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑖𝑣𝑒 𝐿𝑜𝑠𝑠

𝑑𝑎𝑡𝑎𝑡𝑎𝑠𝑘 = 𝐷𝑎𝑡𝑎 𝐿𝑎𝑏𝑒𝑙𝑒𝑑 𝑏𝑦 𝐵𝑖𝑜𝑚𝑎𝑟𝑘𝑒𝑟𝑠

𝑁 . = 𝐿𝑖𝑛𝑒𝑎𝑟 𝐿𝑎𝑦𝑒𝑟
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Clinical Representations out-perform Standard Representations

Clinical representations out-perform SOTA approaches.
Clinical representations formed from multiple 

distributions are more robust to lesser available data.
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FishEye Representations

Fisheye representations should reflect both the semantic context and distortion. 

Optical Coherence 

Tomography (OCT)

Fisheye Seismic
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Fisheye Example Application
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Fisheye data exhibits changes as  a function of distortion

Semantic performance worsens further from center (higher distortion).

Can we constrain representations that account for this effect?

Kokilepersaud, K., Prabhushankar, M., Yarici, Y., AlRegib, G., & Parchami, A. (2023). Exploiting the 

Distortion-Semantic Interaction in Fisheye Data. IEEE Open Journal of Signal Processing.
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Constrain Representations based on both Distortion and Semantic Information

𝑀𝐻 = 𝐻𝑖𝑔ℎ 𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 𝑀𝑎𝑛𝑖𝑓𝑜𝑙𝑑, 𝑀𝐿 = 𝐿𝑜𝑤 𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 𝑀𝑎𝑛𝑖𝑓𝑜𝑙𝑑
𝑀𝑆 = 𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐 𝐶𝑜𝑛𝑡𝑒𝑥𝑡 𝑀𝑎𝑛𝑖𝑓𝑜𝑙𝑑

𝑌𝐶 = 𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑒𝑙 , 𝑌𝐷𝐶 = 𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑒𝑙
𝐿𝐶 = 𝐶𝑙𝑎𝑠𝑠 𝐿𝑜𝑠𝑠, 𝐿𝐷𝐶 = 𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 𝐶𝑙𝑎𝑠𝑠 𝐿𝑜𝑠𝑠

Standard

• Semantic class loss for 

training.

Proposed

• Introduce loss that balances 

both semantic and 

distortion information.
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Extract Labels with Respect to Semantic Class and Distortion Class



18 of 27

Fisheye Example Application

[Application Specific Representations] | [Kiran Kokilepersaud] | [November 8th , 2023]

Use Combined Contrastive Loss Across Generated Labels

𝐿𝐷𝐶 = 𝑆𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑖𝑣𝑒 𝐿𝑜𝑠𝑠 𝑜𝑛 𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 𝐿𝑎𝑏𝑒𝑙𝑠
𝐿𝐶 = 𝑆𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑖𝑣𝑒 𝐿𝑜𝑠𝑠 𝑜𝑛 𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑒𝑙𝑠

𝑑𝑎𝑡𝑎𝑐𝑜𝑛

= 𝑃𝑎𝑡𝑐ℎ𝑒𝑠 𝑤𝑖𝑡ℎ 𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝐶𝑙𝑎𝑠𝑠 𝐿𝑎𝑏𝑒𝑙𝑠

𝐿𝑐𝑜𝑛 = 𝛼𝐿𝑐 + 1 − 𝛼 𝐿𝐷𝐶  

𝑑𝑎𝑡𝑎𝑡𝑎𝑠𝑘 = 𝑊𝑜𝑜𝑑𝑆𝑐𝑎𝑝𝑒 𝑂𝑏𝑗𝑒𝑐𝑡 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛

𝑁 . = 𝑌𝑜𝑙𝑜 𝑣5
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Performance Improves with Representations that Reflect Both Fisheye Components
• Alpha controls balance between semantic and distortion information in loss: 𝛼𝐿𝐶 + 1 − 𝛼 𝐿𝐷𝐶

• Equal weight on both losses performed best

• Both semantic and distortion information important for fisheye representations 
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Example Application

[Application Specific Representations] | [Kiran Kokilepersaud] | [November 8th , 2023]

Seismic Representations

What are good application specific representations for Seismic?

Optical Coherence 

Tomography (OCT)

Fisheye Seismic
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Connection to Seismic
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Seismic can benefit From Representations based on Seismic-Specific Considerations

What are considerations for a good seismic representation space?

Kong, Q., Wang, R., Walter, W. R., Pyle, M., Koper, K., & Schmandt, B. (2022). Combining Deep 

Learning With Physics Based Features in Explosion‐Earthquake Discrimination. Geophysical Research 

Letters, 49(13), e2022GL098645.

Multi-Modality Physics Interactions Human Interaction

Seismic 

Section
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Connection Seismic
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Factors of Variation Exist within Seismic Volumes 

0

600

250

350

Similar structures, but still fine-grained differencesDifferent structures entirely
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Seismic Structures Exist within a Single Modality

Ideally want model to:

1) Associate close slices together

2) Learn fine-grained structural differences

Kokilepersaud, K., Prabhushankar, M., & AlRegib, G. (2022, August). Volumetric supervised contrastive learning for 

seismic semantic segmentation. In Second International Meeting for Applied Geoscience & Energy (pp. 1699-1703). 

Society of Exploration Geophysicists and American Association of Petroleum Geologists.



24 of 27

Seismic Example Application
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Use Volumetric Contrastive Loss

𝐿𝑉𝐻 = 𝑉𝑜𝑙𝑢𝑚𝑒 𝐻𝑎𝑟𝑑 𝑒𝑛𝑐𝑜𝑢𝑟𝑎𝑔𝑒𝑠 𝒂𝒕𝒕𝒆𝒏𝒕𝒊𝒐𝒏 𝒕𝒐 𝒇𝒊𝒏𝒆 − 𝒈𝒓𝒂𝒊𝒏𝒆𝒅 𝒅𝒊𝒇𝒇𝒆𝒓𝒆𝒏𝒄𝒆𝒔 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠
𝐿𝑉 = 𝑉𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑐 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑖𝑣𝑒 𝐿𝑜𝑠𝑠 𝑒𝑛𝑐𝑜𝑢𝑟𝑎𝑔𝑒𝑠 𝒄𝒍𝒐𝒔𝒆 𝒔𝒍𝒊𝒄𝒆𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒗𝒐𝒍𝒖𝒎𝒆 ℎ𝑎𝑣𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠

𝑑𝑎𝑡𝑎𝑐𝑜𝑛 = 𝐹3 𝐵𝑙𝑜𝑐𝑘 𝑤𝑖𝑡ℎ 𝑉𝑜𝑙𝑢𝑚𝑒 𝐿𝑎𝑏𝑒𝑙𝑠

𝐿𝑐𝑜𝑛 = 𝐿𝑉𝐻 + 𝐿𝑉

𝑑𝑎𝑡𝑎𝑡𝑎𝑠𝑘 = 𝐹3 𝐵𝑙𝑜𝑐𝑘 𝑤𝑖𝑡ℎ 𝐿𝑎𝑏𝑒𝑙𝑠

𝑁 . = 𝐷𝑒𝑒𝑝𝐿𝑎𝑏 𝑣3
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Seismic Example Application
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Volumetric Labels Improve Performance

Method MIOU

SimCLR .6913

Volumetric Loss .6980

Observations

Using volumetric contrastive learning led to improvement in performance

Further opportunities exist for understanding seismic-specific representations

VolumetricGround Truth
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Application Specific

• Medical representations can be better shaped by components relating to clinical information

• Fisheye-specific representations can be better shaped by the interaction of both semantic and distortion 
based information

• Seismic representations have potential opportunities as well as volumetric positional information 

Overall

• Every domain of data potentially has easily accessible distributions that can shape representations to 
better reflect the underlying distribution of data in the domain.

Conclusion

[Application Specific Representations] | [Kiran Kokilepersaud] | [November 8th , 2023]
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PublicationsGitHub

For more OLIVES content, 

please visit:

1. Kokilepersaud, K., Prabhushankar, M., & AlRegib, G. (2022, August). Volumetric 

supervised contrastive learning for seismic semantic segmentation. In Second 

International Meeting for Applied Geoscience & Energy (pp. 1699-1703). Society of 

Exploration Geophysicists and American Association of Petroleum Geologists.

2. Kokilepersaud, K., Prabhushankar, M., AlRegib, G., Corona, S. T., & Wykoff, C. 

(2022, October). Gradient-based severity labeling for biomarker classification in oct. 

In 2022 IEEE International Conference on Image Processing (ICIP) (pp. 3416-3420). 

IEEE.

3. Kokilepersaud, K., Corona, S. T., Prabhushankar, M., AlRegib, G., & Wykoff, C. 

(2023). Clinically Labeled Contrastive Learning for OCT Biomarker 

Classification. IEEE Journal of Biomedical and Health Informatics.

4. Kokilepersaud, K., Prabhushankar, M., Yarici, Y., AlRegib, G., & Parchami, A. 

(2023). Exploiting the Distortion-Semantic Interaction in Fisheye Data. IEEE Open 

Journal of Signal Processing.

5. K. Kokilepersaud, M. Prabhushankar, and G. AlRegib, "Leveraging Image 

Perturbations for Medical Contrastive Learning," Journal of Biomedical and Health 

Informatics Special Issue on Machine Learning Technologies for Biomedical Signals 

Processing, submitted on Sept. 30, 2023.
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