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Short Course
Course Outline

Why Explainability? What is Explainability? Popular Methods of Explainability

Robustness: A proxy for Explainability Evaluating Explainability

Reassessing Explainability via Uncertainty and Concept vectors Causality and Generative AI

Lecture 1 Lecture 2 Lectures 3 and 4

Lecture 5Lecture 6

Lectures 7 and 8 Lectures 9 and 10

Day 1

Day 2

Day 3

Day 1: Define and Detail; Day 2: Evaluate; Day 3: Reassess

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]



4 of 65

• Robustness and Explanations
• Deep Learning at Inference

• Robustness under novel data
• Challenges
• Gradient Information

• Gradients as Robustness Features
• Anomaly Detection
• Out-of-Distribution Detection
• Adversarial Detection
• Corruption Detection
• Gradients for Robust Predictions

Outline
Lecture 6: Robustness as Explanatory Proxy
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Robustness: The ability of a system to make accurate predictions when encountering novel 
data

Robustness and Explainability
Robustness

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

Robustness Explainability
Assumption: More robust is the model, better is its Explainability1

Distorted cat-dog GradCAM from 
Swin Transformer

GradCAM from 
VGG-16

[1] Prabhushankar, Mohit, and Ghassan AlRegib. "Contrastive reasoning in neural networks." arXiv
preprint arXiv:2103.12329 (2021).
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Robustness: The ability of a system to make accurate predictions when encountering novel 
data

Robustness and Explainability
Objective in Lecture 6: Gradients as Features for both Explainability and Robustness 

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

Features for 
Robustness

Features for 
Explainability

Assumption: More robust is the model, better is its Explainability1

Distorted cat-dog GradCAM from 
Swin Transformer

GradCAM from 
VGG-16

[1] Prabhushankar, Mohit, and Ghassan AlRegib. "Contrastive reasoning in neural networks." arXiv
preprint arXiv:2103.12329 (2021).

Features = Gradients
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Deep Learning at Inference
Classification

Network 𝒇(𝜽)

Predicted 
Class Probability

Dog

Cat

Horse

Bird

Given : One network, One image. Required: Class Prediction

%𝑦 = 𝑓 𝑥
𝑦 = 𝑎𝑟𝑔𝑚𝑎𝑥! %𝑦
𝑝( %𝑦) = 𝑇(𝑓 𝑥 )

%𝑦 = Logits 
𝑦 = Predicted Class
𝑝(%𝑦) = Probabilities
𝑓 ⋅ = Trained Network
𝜒 = Training data

89%
9%

If 𝑥 ∈ 𝜒, the data is not 
novel

𝑥

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Deep Learning at Inference
Robust Classification in Deep Networks

Network 𝒇(𝜽)

Predicted 
Class Probability

Dog

Cat

Horse

Bird

Deep learning robustness: Correctly predict class even when data is novel

%𝑦 = 𝑓 𝑥′ + 𝜖
𝑦 = 𝑎𝑟𝑔𝑚𝑎𝑥! %𝑦

𝑝( %𝑦) = 𝑇(𝑓 𝑥" + 𝜖 )

%𝑦 = Logits 
𝑦 = Predicted Class
𝑝(%𝑦) = Probabilities
𝑓 ⋅ = Trained Network
𝜒 = Training data
𝜖 = Noise

If 𝑥 ∉ 𝜒, the data is
novel

𝑥′

53%
39%

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Deep Learning at Inference
Fisher Information

Network 𝒇(𝜽)

Predicted 
Class Probability

Dog

Cat

Horse

Bird

𝒍(𝜽|𝒙)

Likelihood function

Colloquially, Fisher Information is the “surprise” in a system that observes an event

𝐼 𝜃 = 𝑉𝑎𝑟(
𝜕
𝜕𝜃 𝑙 𝜃 𝑥 )

𝜃 = Statistic of distribution
ℓ(θ | x) = Likelihood function

Fisher Information

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Deep Learning at Inference
Information at Inference

Network 𝒇(𝜽)

Predicted 
Class Probability

Dog

Cat

Horse

Bird

𝒍(𝜽|𝒙)

Likelihood function

𝐼 𝜃 = 𝑉𝑎𝑟(
𝜕
𝜕𝜃 𝑙 𝜃 𝑥 )

𝜃 = Statistic of distribution
ℓ(θ | x) = Likelihood function

Fisher Information

At inference, given a single image from a single 
class, we can extract information about other classes

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Deep Learning at Inference
Case Study: Explainability

𝓣 is the set of all features learned by a trained network

Beak
Neck
Legs
Feathers
Water
Grass
Teeth

.

.

Features 𝒯

Network 𝒇(𝜽) Why Spoonbill?

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Deep Learning at Inference
Case Study: Explainability

Given only an image of a spoonbill, we can extract information about a Flamingo

Beak
Neck
Legs
Feathers
Water
Grass
Teeth

.

.

Features 𝒯

Network 𝒇(𝜽) Why Spoonbill?Why Spoonbill, rather 
than Flamingo?

All the requisite Information is stored within 𝒇(𝜽)
Goal: To show that gradients store this information and can 

be used as features for robust predictions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

For a well-trained network, the gradients are sparse and informative

Deep Learning at Inference
Gradients as Features

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

For a well-trained network, the gradients are sparse and informative

Informative sparse features

Deep Learning at Inference
Gradients as Features

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

For a well-trained network, the gradients are robust

Deep Learning at Inference
Gradients as Features

Lemma1:

Any change in class requires change in 
relationship between 𝑦> and "𝑦

1
0
0
0
0

0

.

.

.

.

0
1
0
0
0

0

.

.

.

.

0
0
0
0
0

1

.

.

.

.

…

𝑦#
%𝑦 = Prediction

𝐽 = Loss function
𝛻$ = Gradients w.r.t. weights

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Statistical Definition:
• Normal data are generated from a stationary process 𝑃%
• Anomalies are generated from a different process 𝑃& ≠ 𝑃%

Goal: Detect 𝜙'

Gradients as Robustness Features
Anomalies

‘Anomalies are patterns in data that do not conform to a well defined notion of normal behavior’ [1]

[1] V. Chandola, A. Banerjee, V. Kumar. "Anomaly detection: A survey". ACM Comput. Surv. 41, 3, 
Article 15 (July 2009), 58 pages

1

2

Backpropagated Gradient 
Representations for Anomaly Detection

𝑥 𝑡 = &𝜙D𝜙E
Normal data
Anomalies

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Gradients as Robustness Features
Steps for Anomaly Detection

Backpropagated Gradient 
Representations for Anomaly Detection

• Step 1 ensures that patches from natural 
images live close to a low dimensional 
manifold

• Step 2 designs distance functions that 
detect implausibility based on 
constraints

Step 1: Constrain manifolds, Step 2: Detect statistically implausible projections

Anomaly

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Gradients as Robustness Features
Gradient-based Constraints

Backpropagated Gradient 
Representations for Anomaly Detection

Trained with ‘0’

Encoder Decoder

Input

Forward propagation

Backpropagation

Gradient-based Representation
(Model perspective)

𝑊 𝑊′𝜕ℒ
𝜕𝑊

Activation-based representation
(Data perspective)

Reconstruction error (ℒ)

−

Reconstruction

e.g. 

How much of the input 

does not correspond to 

the learned information?

How much model update is 

required by the input?

Activation Constraints

Gradient Constraints

Anomaly

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

G. Kwon, M. Prabhushankar, D. Temel, and G. AlRegib, "Backpropagated Gradient Representations for Anomaly 
Detection,” 2020
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Gradients as Robustness Features
Advantages of Gradient-based Constraints

Backpropagated Gradient 
Representations for Anomaly Detection

Reconstructed image manifold

𝑔!(𝑓" ⋅ )

Abnormal data distribution

%𝑥()*

𝑥()*

Reconstruction 
Error (ℒ)

Abnormal data distribution

𝑥()*

𝜕ℒ
𝜕𝜃

H
𝜕ℒ
𝜕𝜙 +,+!"#,

Backpropagated
Gradients

%𝑥()*

𝑔!(𝑓" ⋅ )

• Gradients provide directional information to characterize anomalies

• Gradients from different layers capture abnormality at different levels of data abstraction

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

G. Kwon, M. Prabhushankar, D. Temel, and G. AlRegib, "Backpropagated Gradient Representations for Anomaly 
Detection,” 2020
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Gradients as Robustness Features
Gradient-based Constraints

Backpropagated Gradient 
Representations for Anomaly Detection

Learned manifold

𝜕ℒ
𝜕𝜙IJ,E

𝜕ℒ
𝜕𝜙LMN

𝜃

𝜙: Weights ℒ: Reconstruction error

𝐽 = ℒ − 𝔼I cosSIM
𝜕𝐽
𝜕𝜙IOPQ

RSE
,
𝜕ℒ
𝜕𝜙I

R

Gradient loss

𝜕𝐽
𝜕𝜙!"#$

%&'
= '

()'

%&'
𝜕𝐽
𝜕𝜙!

(
where

Avg. training 
gradients until (k-1) th iter.

Gradients at
k-th iter.

At k-th step of training,

𝜕ℒ
𝜕𝜙IJ,T

Constrain gradient-based representations during training to obtain clear separation between 

normal data and abnormal data

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

G. Kwon, M. Prabhushankar, D. Temel, and G. AlRegib, "Backpropagated Gradient Representations for Anomaly 
Detection,” 2020
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Gradients as Robustness Features
Activations vs Gradients

Backpropagated Gradient 
Representations for Anomaly Detection

Abnormal “class” 
detection (CIFAR-10)

Normal Abnormal

• (CAE vs. CAE + Grad) Effectiveness of the gradient constraint

• (CAE vs. VAE) Performance sacrifice from the latent constraint

• (VAE vs. VAE + Grad) Complementary features from the gradient constraint

e.g.

AUROC Results

Recon: Reconstruction error, Latent: Latent loss, Grad: Gradient loss

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

G. Kwon, M. Prabhushankar, D. Temel, and G. AlRegib, "Backpropagated Gradient Representations for Anomaly 
Detection,” 2020
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Gradients as Robustness Features
Aberrant Condition Detection

Backpropagated Gradient 
Representations for Anomaly Detection

Abnormal “condition”
detection (CURE-TSR)

Normal Abnormal

AUROC Results

Recon: Reconstruction error, Grad: Gradient loss

G. Kwon, M. Prabhushankar, D. Temel, and G. AlRegib, "Backpropagated Gradient Representations for Anomaly 
Detection,” 2020

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Principle: Gradients provide a distance measure between the learned representations space 
and novel data

Probing the Purview of Neural Networks 
via Gradient Analysis

However, what is ℒ?

• In anomaly detection, the loss was between the input and 
its reconstruction

• In prediction tasks, there is neither the reconstructed input 
nor ground truth

Abnormal data distribution

𝑥()*

𝜕ℒ
𝜕𝜃

H
𝜕ℒ
𝜕𝜙 +,+!"#,

Backpropagated
Gradients

%𝑥()*

𝑔!(𝑓" ⋅ )

Learned Representation

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Gradient Intuition

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Principle: Gradients provide a distance measure between the learned representations space 
and novel data

Probing the Purview of Neural Networks 
via Gradient Analysis

𝑄' 𝜕ℒ(𝑃, 𝑄')
𝜕𝜃

Backpropagated
Gradients

𝑃

Learned Representation

However, what is ℒ?

• In anomaly detection, the loss was between the 
input and its reconstruction

• In prediction tasks, there is neither the 
reconstructed input nor ground truth

• We backpropagate all contrast classes -
𝑸𝟏, 𝑸𝟐 …𝑸𝑵 by backpropagating N one-hot 
vector losses

𝑃 = Predicted class
𝑄' = Contrast class 1
𝑄0 = Contrast class 2

𝑄0

𝜕ℒ(𝑃, 𝑄0)
𝜕𝜃

Backpropagated
Gradients

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Gradient Intuition

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Toy Manifold Example

𝒍(𝜽|𝒙)

𝑥

𝒍(𝜽|𝒙) 𝑥

𝑥′
Contrast class 1

𝒍(𝜽|𝒙) 𝑥

𝑥′
Contrast class N

.

.

.

Gradients represent the local required change in manifold

• Gradients 
provide the 
necessary 
change in 
manifold that 
would predict 
the novel data 
‘correctly’.

• Correctly means 
contrastively (or 
incorrectly)!

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Step 1: Measure the loss between the prediction P and a vector of all ones and backpropagate 
to obtain gradient features

Normalized and vectorized
gradients are features. 

Why vector of all 1s? The theory is 
presented in [1]

Probing the Purview of Neural Networks 
via Gradient Analysis

[1] M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Gradients as Robustness Features
Deriving Gradient Features

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]



39 of 65

Probing the Purview of Neural Networks 
via Gradient Analysis

Step 2: Take L2 norm of all generated gradients

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

𝛁𝜽𝟎 𝑱(𝜽𝟎; 𝒙, 𝒚𝒄) 𝟐
𝟐 𝛁𝜽𝑵 𝑱(𝜽𝑵; 𝒙, 𝒚𝒄) 𝟐

𝟐
,             ,

Collection of squared L2 norm
𝒅𝛁𝜽

. . .

MNIST: In-distribution, SUN: Out-of-Distribution

Gradients as Robustness Features
Utilizing Gradient Features

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Squared L2 distances for different parameter sets

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

MNIST: Circled in red. Significantly lower uncertainty compared to OOD datasets 

Gradients as Robustness Features
Gradient Features in OOD Setting

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Utilize this discrepancy in trained vs untrained data gradient L2 distance to detect 
adversarial, noisy, and OOD data

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Experimental Setup

Step 1: Train a deep network 𝑓(⋅) on 
some training distribution 
Step 2: Introduce challenging 
(adversarial, noisy, OOD) data 
Step 3: Derive gradient uncertainty on 
both trained and challenge data
Step 4: Train a classifier 𝐻(⋅) to detect
challenging from trained data
Step 5: At test time, data is passed 
through 𝑓(⋅) and then 𝐻(⋅) to obtain a 
Reliability classification

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Vulnerable DNNs in the real world

Goal: to examine the ability of trained DNNs to handle adversarial inputs during inference

Gradients as Robustness Features
Adversarial Setting

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Results in Adversarial Setting

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

CIFAR-10-C

Same application as Anomaly Detection, except there is no need for an additional AE 
network!

CURE-TSR

Gradients as Robustness Features
Detecting Challenging Conditions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Results in Detecting Challenging Conditions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Results in Detecting Challenging Conditions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Results in Detecting Challenging Conditions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

MNIST

CIFAR10 TinyImageNetSVHN LSUN

Train set

Goal: To detect that these datasets are not part of training
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Results in Detecting Challenging Conditions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Results in Detecting Challenging Conditions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

CIFAR10 TinyImageNetSVHN LSUN

Numbers Objects, natural scenes
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Probing the Purview of Neural Networks 
via Gradient Analysis

Lee, Jinsol, et al. "Probing the Purview of Neural Networks via Gradient Analysis." IEEE 
Access 11 (2023): 32716-32732.

Gradients as Robustness Features
Results in Detecting Challenging Conditions

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

CIFAR10TinyImageNet SVHNLSUN

More similar 
datasets
(objects)
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• Robustness and Explanations
• Deep Learning at Inference

• Robustness under novel data
• Challenges
• Gradient Information

• Gradients as Robustness Features
• Anomaly Detection
• Out-of-Distribution Detection
• Adversarial Detection
• Corruption Detection
• Gradients for Robust Predictions

Outline
Lecture 6: Robustness as Explanatory Proxy

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

Spoonbill
&𝑦

Visual Sensing

Feed-Forward 
Sensing

Sense pink feathers, 
straight beak

Why Spoonbill, rather than Flamingo?
𝑥 does not have an S-shaped neck

Why Spoonbill, rather than Crane?
𝑥 does not have white feathers

Why Spoonbill, rather than Pig?
𝑥#𝑠 leg and neck shapes are 
different

Reflection

Spoonbill
)𝑦

Introspection

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Introspection Learning is a two-stage approach for Inference that combines visual sensing 
and reflection

Gradients as Robustness Features
Introspective Learning

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Introspection Learning is a two-stage approach for Inference that combines visual sensing 
and reflection

Goal : To simulate Introspection in Neural Networks

Definition : We define introspections as answers to logical and targeted 
questions.   

What are the possible targeted questions?

Gradients as Robustness Features
Introspection in Neural Networks

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Introspection Learning is a two-stage approach for Inference that combines visual sensing 
and reflection

What are the possible targeted questions?

Bullmastiff Why Bullmastiff? What if Bullmastiff was not in 
the image?

Why Bullmastiff, rather than a 
Boxer?

Observed 
Correlations

Observed Counterfactual Observed 
Contrastive

Gradients as Robustness Features
Introspection in Neural Networks

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Introspection Learning is a two-stage approach for Inference that combines visual sensing 
and reflection

Goal : To simulate Introspection in Neural Networks

Technical Definition : Given a network  𝑓 𝑥 , a datum 𝑥, and the network’s prediction
𝑓 𝑥 = -𝑦, introspection in 𝑓 ⋅ is the measurement of change induced in the network 

parameters
when a label 𝑄 is introduced as the label for 𝑥..   

Contrastive Definition : Introspection answers questions of the form `Why 
P, rather than Q?’ where P is a network prediction and Q is the 

introspective class.   

Gradients as Robustness Features
Introspection in Neural Networks

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Measure the loss between the prediction P and a vector of all ones and backpropagate to 
obtain the introspective features

Normalized and vectorized
gradients are introspective 
features

Vector of all ones: A confounding label!

Gradients as Robustness Features
Deriving Gradient Features

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Measure the loss between the prediction P and a vector of all ones and backpropagate to 
obtain the introspective features

Introspective Features

Gradients as Robustness Features
Utilizing Gradient Features

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

We define robustness as being generalizable and 
calibrated to new testing data

Generalizable: Increased accuracy on OOD data

Calibrated: Reduces the difference between prediction accuracy and confidence

Introspection provides robustness when the train and test distributions are different  

Gradients as Robustness Features
When is Introspection Useful?

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Calibration occurs when there is mismatch between a network’s confidence and its accuracy 

Calibration
A note on Calibration..

• Larger the model, more misplaced is a network’s 
confidence

• On ResNet, the gap between prediction accuracy 
and its corresponding confidence is significantly 
high

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Ideal: Top-left 
corner

Y-Axis: 
Generalization

X-Axis: 
Calibration

Gradients as Robustness Features
Generalization and Calibration results

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Introspection is a plug-in 
approach that works on all 
networks and on any 
downstream task!

Introspection is a light-weight option to resolve robustness issues

Gradients as Robustness Features
Plug-in nature of Introspection

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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Introspective Learning: A Two-stage 
Approach for Inference in Neural 
Networks

M. Prabhushankar, and G. AlRegib, "Introspective Learning : A Two-Stage Approach for Inference in Neural 
Networks," in Advances in Neural Information Processing Systems (NeurIPS), New Orleans, LA, Nov. 29 - Dec. 1 
2022.

Plug-in nature of Introspection benefits downstream tasks like OOD detection, Active 
Learning, and Image Quality Assessment!

Gradients as Robustness Features
Plug-in nature of Introspection

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]
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• An indirect validation is to show that gradient features (that are extensively used for creating 
explanations) maybe manipulated to obtain robust results

• Similar loss-based gradient operations that lead to explanations also lead to robust predictions
• Gradients as features can be used to obtain

• Anomaly detection
• Out-of-distribution, novelty, adversarial detection
• Robust prediction

Takeaways
Takeaways from Lecture 6

[Visual Explainability] | [Ghassan AlRegib and Mohit Prabhushankar] | [Dec 5-7, 2023]

• Robust networks are empirically shown to provide better explanations
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